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Abstract: Imatinib is an effective therapeutic agent for 

Chronic myeloid leukemia (CML). However, imatinib 

resistance makes the treatment of patients with CML 

complex and diverse. In order to judge the effect of treat-

ment and the prognosis, a method based on compressed 

sensing classification algorithm is proposed. Data set 

GSE33075 from GEO DataSets was analyzed by using 

the classification algorithm based on compressed sensing. 

Every time training samples were randomly selected to 

construct a redundant dictionary. The projection of test 

samples on the redundant dictionary was computed with 

Orthogonal Matching Pursuit (OMP) algorithm. The 

projection errors were used to determine the category of 

test samples. The average correct rate of repeated 

experiments was over 90%. Based on this classification 

algorithm, the probability of classification to normal 

people was estimated as the therapeutic effect of imatinib 

on CML patients. The results demonstrate that the 

proposed method can judge the efficacy of imatinib. 
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1. Introduction 

Chronic myeloid leukemia (CML) is a common 

malignant disease caused by Philadelphia chromosome, 

which is the result of a reciprocal chromosome transloca-

tion between chromosomes 9 and 22. BCR-ABL fusion 

protein [1] with sustained activation of tyrosine kinase 

(TK), which is encoded by Philadelphia chromosome, 

leading to abnormal proliferation of hematopoietic stem 

cells. According to the molecular mechanism of CML, 

tyrosine kinase inhibitors (TKIs) are mainly used for 

molecular targeted therapy [2]. Imatinib, the first-line 

TKI that greatly improves the prognosis of CML [3]. 

However, only a few patients completely alleviate sym-

ptoms after treatment [4]. Some patients discontinue 

medication due to intolerance [5]. And some patients 

developed imatinib resistance [1]. 

Today, the actual efficacy of drugs is mainly based on 

clinical symptoms, but there are few studies to judge the 

efficacy of drugs based on gene expression data. Gene 

expression data generated by DNA microarray experi-

ments can diagnose diseases at the gene level and select 

appropriate drugs for treatment. However, due to the 

large amount of redundancy and noise in gene expression 

data [6], how to extract effective information from mas-

sive data mining had become a hot issue. In 2006, D.L. 

Donoho [7], E. Candes et al. [8] proposed compressed 

sensing based on related research. In recent years, it has 

been used in classification research. W.L. Tang et al. [9] 

proposed a novel compressive sensing (CS) based 

approach for the subtyping of leukemia. W. Shao et al. 

[10] applied compressed sensing to radar classification 

system, in which observation matrix was obtained by 

Fourier transform. C. R. Jane and X. Y. Chen proposed a 

classification method based on sparse representation and 

least squares regression [11]. Y.L. Liang [12] presented a 

classification method based on dictionary learning al-

gorithms, which implemented medical data classification.  

Based on the theory of compressed sensing, we 

propose a classification algorithm for CML patients and 

normal persons. The untreated CML patients and normal 

persons were randomly selected as training samples to 

construct redundant dictionaries. By solving the sparse 

representation problem of test samples on the redundant 

dictionary, the category of test samples were determined. 

In addition, after repeated experiments, the probabilities 

of samples belong to normal persons can be calculated. 

The reliability of this method can be tested by comparing 

the calculated probabilities with the actual situation. 

According to the probabilities of patients after treatment, 

we estimate the efficacy of imatinib, and expect to 

provide some clinical references. 

2. The Theory of Compressed Sensing 

In the traditional sampling process, a large number of 

data will be collected to satisfy Nyquist Sampling 

theorem. The theory of compressed sensing provides a 

new acquisition method for sparse signal, which com-

bines data compression and acquisition. The theory 

mainly includes three aspects: sparse representation of 

signals, design of observation matrix and signal recon-

struction algorithm. 

Suppose we have a signal f of size N, which could be 

represented by some orthogonal transform bases  : 
xf 

 (1) 
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Table 1. Gene expression data from GSE33075. 

Number ID 
Gene Symbol 

‘1-Mar’ ‘1-Mar’ ‘3-Mar’ ‘4-Mar’ …… 

1 GSM817258 4.2181 4.7700 4.4665 4.0422 

…… 

2 GSM818670 4.1374 4.7400 4.9034 3.5762 

3 GSM818671 4.2628 4.4700 5.1857 3.6125 

…… …… …… 

26 GSM818824 4.3114 4.7903 4.9826 3.7578 

27 GSM818825 4.9632 4.8037 4.8512 3.4171 

Where x is an N-dimensional vector. When x has k<<N 

non-zero elements and the remaining elements are zero, f  

can be sparsely represented. According to the theory of 

compressed sensing, it is possible to recover a signal that 

can be sparsely represented. Even if some elements of x 

are discarded, the reconstruction of the original signal 

will not be affected. 

We assume that f can be sparsely represented. We need 

to design an observation matrix 
NMR  , which is not 

related to   [13]. Projecting the N-dimensional signa f  

to the observation matrix, then an M-dimensional 

observation vector y can be obtained by:  
fy   (2) 

From (1) and (2) we get: 
Axfxy   (3) 

Where A is a M×N matrix, and A is called a sensor 

matrix. 

How to recover f from observation vector y is the core 

of compressed sensing. However, the problem can not be 

solved directly from (2) due to M<<N. But it can be 

solved by solving the minimum L-0 norm problem [14], 

which has been proved theoretically, as following: 

Axyxx     s.t.   | || |minarg 0


 (4) 

This problem is NP-hard, but the suboptimal solution 

[15] can be obtained by  Orthogonal Matching Pursuit 

(OMP) algorithm. OMP algorithm is a greedy algorithm, 

which mainly approximates the observed signal through 

iteration. Choosing the best matching vector from the 

sensor matrix A for sparse approximation and ortho-

gonalizing vectors of A in each iteration. According to 

the calculated residual of the observation vector y, 

selecting the best matching vector to iterate until the 

residual converges. At this time, the original signal f can 

be reconstructed accurately by, and the compressed 

sensing signal reconstruction is realized. 

3. Evaluation of CML Therapeutic Efficacy Based on 

Compressed Perception Classification 

3.1. Data 

Gene expression data are obtained by microarray 

hybridization after isolating  total RNA from bone 

marrow. The gene expression data we used was the date 

set GSE33075 which was downloaded from the online 

GEO DataSets. There are 27 samples of gene expression 

profile chip data, nine of which from normal donors and 

the rest are from nine PH-positive CML patients. In all 

patients bone marrow was sampled before administration 

commenced and 4 weeks after receiving a daily dose of 

400 mg imatinib mesylate. The dataset we downloaded is 

shown in Table 1. 

Gene expression profile data has the characteristics of 

few samples, high noise, large dimension and redundancy. 

By selecting feature genes, we can eliminate redundant or 

noisy data as many as possible to prevent "dimension 

disaster" and improve the classification performance of 

classification models. Feature selection includes feature 

selection and feature extraction. This paper used the 

filtering method in feature selection to select features. 

The Signal to Noise Ratio, Bhattacharyya distance and 

Fisher discrimination criterion were selected as metrics, 

and the given threshold was used to screen feature genes. 

3.2. Classification Algorithm Based on Compressed 

Sensing Theory 

There are 27 samples in GSE33075. Therefore, we 

divided them into three categories A, B and C. They were 

CML patients before administration commenced, CML 

patients four weeks after the treatment and normal people 

respectively. After feature selection, sample dimension 

was reduced to M dimension. a and c samples were 

selected from Category A and C respectively as training 

data sets to construct M×N dimension redundant 

dictionary matrix A: 

][ c,21,2,12,11,1 yyyyyA  a  

where jy ,1 represented the thj sample of Category A in the 

training sample, and jy ,2 represented the thj sample of 

Category C in the training sample, 
1

,

 M

ji Ry
.  

Taking all samples of the dataset as the test data set, 

any test sample can be represented as: 

T
cc

aa

x

xxxx

Axy

yyyyy





,2,2

1,21,2,1,12,12,11,11,1

                  


 

where
N

ca Rxxxx  1
,21,2,11,1 ][ x

. 

If the test sample belongs to Category A, then 
N

a Rxx  1
,11,1 ]00[ x

theoretically. The 

total number of samples was larger than the number of 

samples in each category, thus x was sparse.  

Based on the theory of sparse representation and signal 

reconstruction, if x is sparse, solving equation y=AxT can 

be transformed into solving the minimum L-0 norm 

problem as following: 
T

Axyxx     s.t.   | || |minarg 0


. 

The OMP algorithm was used to solve the minimum L-

0 norm problem. The error threshold was set to be 1e-3 

and the maximum iteration number was 1e3. Due to the 

influence of noise, there was usually a certain error in the 
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actual solution. For example, if the test sample belongs to 

Category A, 
 cj ,,2,1,, j2x

may be non-zero which 

should be zero theoretically. Therefore, in order to widen 

the gap between classes and improve the classification 

accuracy, we set: 

][ ,12,11,11 ayyyA   

][ ,12,11,11 axxx x  

][ ,22,21,22 cyyyA 

][ ,22,21,22 cxxx x . 

When calculating residuals, only the residuals of the 

classes belong to are calculated. For each test sample, the 

residuals to be calculated were as following: 

2,1| || |)(  ixr iii xAy  

The category corresponding to the smaller residual was 

the category of test samples identified by the classifier. 

For different measurement criteria and thresholds, five 

hundred experiments were repeated each time. Training 

samples were randomly selected in each experiment. The 

average recognition accuracy of samples in Category A 

and C was calculated as the performance evaluation index 

of the classifier.  

Choosing thresholds which have a high accuracy for 

each measurement criteria. Then 500 experiments were 

repeated with each chosen threshold. Calculating the 

probabilities of test samples being classified into 

Category C. The effect of taking medicine can be esti-

mated by the results.  

4. Results and Discussion 

Each sample in GSE33075 contains 23518 genes. 

Using Signal to Noise Ratio (SNR), Bhattacharyya 

distance and Fisher discrimination criterion as measure-

ment criteria. Thresholds were selected by the 

distribution results of genes under each measurement 

criterion. Take the case of Bhattacharyya distance, the 

results are shown in Figure 1. 

 
Figure 1. The Bhattacharyya distance of each gene in GSE 

33075 is calculated based on the gene expression data of 

Category A and C samples. 

Figure 1 shows that most genes have a Bhattacharyya 

distance of less than 0.4. Only a few genes have a value 

of more than 1.2. Therefore, for Bhattacharyya distances, 

0.6, 0.9 and 1.1 were selected as thresholds to select 

characteristic genes. The samples were classified accor-

ding to the selected characteristic genes. Similarly, 1.0, 

1.4 and 1.6 were selected as thresholds for SNR. 3, 3.8 

and 4.2 were selected for Fisher discrimination criterion. 

The final classification results are summarized in Table 2.  

Table 2. Experimental results of classification. 

Measurement 

Criteria 

Threshold 

Value 

Number of 

Feature Genes 

Accuary 

(%) 

Signal to 

noise Ratio 

1.0 202 89.1667 

1.4 14 87.3778 

1.6 7 75.6222 

Bhattacharyya 

Distance 

0.7 121 90.4778 

0.9 38 92.2000 

1.1 10 84.1667 

Fisher 

2.8 51 93.1667 

3.4 24 92.4889 

4.2 7 76.8556 

For the same metrics, the final classification accuracy 

varied wildly between different thresholds. It can be seen 

that the selection of appropriate feature genes plays an 

important role in the classification accuracy. If we select 

appropriate threshold for different metrics,  classification 

accuracy can basically reach 90%. This means that the 

classification algorithm based on compressed sensing 

may be helpful for the diagnosis of CML.The classifica-

tion accuracy of SNR was lower than the other two 

metrics, which may be due to the inadequate considera-

tion of  size of variance. 

In order to accurately judge the efficacy of imatinib on 

patients in Category B, the threshold with the highest 

classification accuracy was selected in the next experi-

ment. After 500 experiments, calculating the probabilities 

of test samples being classified into Category C by the 

classification model. The results are shown in Figure 2.  

 
Figure 2. The probabilities of samples being categorized to a 

normal person in 500 experiments after selecting characteristic 

genes by three metrics. 

Samples numbered 1-9 are from CML patients before 

administration, and the probabilities of dividing them into 

Category C are low under three metrics. The probabilities 

are less than 0.2 except for patients numbered 9. Based 

on the experimental results, it is supposed that samples 

numbered 1-9 may be CML patients. The probabilities of 

dividing samples numbered 19-27 into Category C is 

close to 1, so it is supposed that samples numbered 19-27 

are from normal persons. In fact, these samples are from 
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normal persons. The above experimental results are 

consistent with the actual situation. It proves that it is also 

feasible to judge the therapeutic effect of imatinib 

according to the probability.  

Samples numbered 10-18 are CML patients four weeks 

after administration. From Figure 2, it can be observed 

that the probabilities of samples numbered 10, 12, 15 and 

18 are significantly higher than that before administration. 

But the rest of patients have a slight increase or even 

decrease. Therefore, it is speculated that patients num-

bered 10, 12, 15 and 18 have an obvious improvement 

after taking the medicine and the rest of patients might be 

intolerant of imatinib, the treatment effect is not ideal. 

5. Conclusion 

In this paper, data set GSE33075 was analyzed based 

on compressed sensing theory classification algorithm. 

We proposed a method to judge the therapeutic effect of 

imatinib on CML patients. We compared the accuracy of 

classification under different metrics, and selected 

thresholds with high classification accuracy to improve 

the reliability of experimental results. The experimental 

results of CML patients before administration com-

menced and normal people basically coincided with the 

actual situation, so it is speculated that the experimental 

results of CML patients after four weeks after admi-

nistration should also be consistent with the actual 

situation.  

However, due to the small number of experimental 

samples, experimental results may still have errors. After 

further validation by more data sets, this method can be 

applied to clinical diagnosis. The classification method 

can be used as a reference for clinical diagnosis of CML 

patients, and can also be used as an indicator for clinical 

prognosis and comparison of efficacy of different drugs. 

To improve the classification accuracy, the next step is to 

study how to select feature genes more effectively and 

how to improve the signal reconstruction algorithm. 
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